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"It's not about whether the system fails. It's about how it fails and whether it can keep fighting."
4 Joint UK-French Tactical Resilience Workshop, 2024

Modern tactical systems must be designed not for perfect performance, but for survivable performance in imperfect conditions. From drone ISR to 
autonomous vehicles, AI-enabled platforms are now expected to operate in battlespaces where signals are jammed, sensors are deceived, and 
infrastructure is compromised. The question is no longer if these systems will be disrupted, but how they will respond when they are.

This chapter argues that embedded AI logic provides the only viable foundation for graceful degradation, where systems continue to function, adapt, 
and deliver value even under partial failure or total denial.



1. Fragility of Centralised Systems Under Stress

Cloud-dependent or centralised AI systems are frequently designed with 
peacetime assumptions:

Continuous connectivity

External compute availability

Unified control through remote orchestration

In real combat conditions, these systems degrade catastrophically:

If signal is lost, decision logic halts.

If inference is delayed, targeting becomes irrelevant.

If comms are denied, platforms freeze or fall back to manual 
override.

These are not graceful failures, they are hard stops that compromise 
mission effectiveness.



2. Embedded Logic Enables Adaptive 
Continuity

1

Fallback behaviours
When primary logic is disrupted, systems 
revert to second-best actions (e.g. retreat, 
loiter, switch mode).

2

Redundancy at the edge
Multiple embedded classifiers or logic flows 
provide cross-checking and resilience.

3

Offline autonomy
Units are empowered to make decisions 
under degraded conditions, based on pre-
trained local models.

"The drones with embedded fallback flew home. The others crashed. That's all you need to know."
4 Ukrainian UAV Technician, Donetsk AO, 2024



3. Case Study: Baltic Sea ISR 
Interdiction, 2025
During a NATO maritime surveillance exercise, an experimental ISR drone swarm was 
deployed in simulated contested airspace. One cohort used embedded onboard logic 
for navigation and target classification. The other cohort relied on live cloud inference 
via LEO satellite link.

Simulated jamming and EW interference 
begins

Embedded drones maintained formation, 
adjusted routes, and completed objectives 
using onboard fallback routines

Cloud-linked drones froze, drifted, or 
initiated emergency landing protocols

Post-exercise analysis confirmed a 60% mission completion rate difference between 
the two groups, with the embedded cohort showing clear tactical survivability.



4. Designing for Grace Under Fire

Modern embedded AI can be designed with features that reinforce graceful degradation:

Scenario-specific 
decision graphs
State transitions that account for comms 
failure, sensor loss, or partial visibility.

Low-signature operating 
modes
Logic that modulates activity to remain 
functional under threat (e.g. loiter low and 
quiet).

Pre-trained ambiguity 
responses
Behaviour protocols for when classification 
confidence drops below threshold.

These systems are not simply smart, they are tactically self-aware, capable of recognising their own limitations and adapting accordingly.



Conclusion

Resilience is not about perfection. It's about adaptability under pressure, 
clarity in uncertainty, and survivability in chaos.

Embedded AI systems built for graceful degradation can operate in 
conditions that break traditional systems and in doing so, provide tactical 
continuity in the very moments that matter most.

Because the best systems aren't those that never fail.

They're the ones that keep fighting when everything else does.
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