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"Trust is not just about what AI can do. It's about whether we can 
understand it, control it, and align it with our values." 4 UK Defence AI 
Ethics Board Advisor, 2024



Sovereignty and Alignment
Sovereignty is not only about strategic independence4it is also 
about alignment: ethical, legal, political, and operational. For 
democracies, especially those in NATO and the EU, military AI 
must comply with national values and international law. Yet 
many of the most advanced centralised AI systems operate in 
black-box mode, with unclear training data, opaque inference 
pathways, and limited capacity for local tuning.

This chapter makes the case that embedded logic at the edge is the most viable path to ethical alignment, export credibility, and 
resilient coalition operations. It is logic you can trust, because it is logic you can see, shape, and govern.



Ethical Control Begins With 
Architectural Control

Centralised AI models:
Are trained on massive, unverified datasets4many of which contain 
bias, noise, or irrelevant material.

Deliver outputs that cannot always be explained or challenged in 
operational timeframes.

Offer limited ability for national authorities to verify compliance with 
ethical or legal standards.

Operational Risks
This introduces unacceptable risk in live operations. If an AI system 
misclassifies a civilian vehicle, or prioritises the wrong target under fog-
of-war conditions, commanders must be able to understand why4and 
prevent it recurring.

"Opaque systems don't just risk failure. They risk failure without explanation."

4 NATO Legal and Ethics Advisor, 2025



Embedded Logic Enables Pre-Authorised, Mission-
Aligned Behaviour

Pre-deployment validation
Pre-deployment validation of 
decision logic by sovereign legal 
and ethical review boards.

Mission-specific tuning
Mission-specific tuning, where logic 
trees or classifiers are aligned to 
current rules of engagement 
(ROE).

Modular design
Modular design, allowing for 
national-level redlines to be 
hardcoded into system behaviour.

This approach transforms AI from a black-box oracle into a governable asset, where trust is earned through transparency and control.

Examples include:

A loitering munition system whose target classification thresholds are set in advance by a national ethics panel.

An ISR AI that will only escalate alerts if corroborated by two independent sensors and if within a pre-authorised targeting zone.

An urban operations assistant that disables certain vision filters to avoid bias against civilians in culturally sensitive environments.



Export Confidence Without 
Compromise
One of the central dilemmas in defence AI is how to export capability without 
exporting control.

Sealed, Certified Modules
Systems can be delivered with sealed, certified modules that partners 
can trust.

Customisation Within Parameters
Customisation can occur within pre-agreed parameters, preserving 
capability while protecting doctrine and IP.

Logic Sovereignty
Nations can share platforms while retaining logic sovereignty, 
ensuring alignment even within diverse coalitions.

This creates an entirely new category of defence export: intelligent, ethical, 
and sovereign-aligned AI capability, fit for shared security frameworks.



Resilience in Alliance Operations
In multinational operations, differences in rules of engagement, ethical norms, and national policy create friction.

As NATO and the EU prepare for more distributed, coalition-based deployments4especially in the Baltics, Eastern Med, and Sahel4
resilient interoperability through sovereign logic will become a critical enabler.

Parallel Deployment
Enables parallel deployment with 

different logic modules, avoiding a one-
size-fits-all approach.

On-the-ground Audit
Supports on-the-ground audit, giving 
mission commanders visibility into what 
their AI systems are doing4and why.

Trust Between Allies
Builds trust between allies, not by 
enforcing uniformity, but by providing 
clarity, transparency, and local control.



Conclusion

AI that cannot be aligned is AI that cannot be trusted.

AI that cannot be audited is AI that cannot be deployed.

Embedded logic solves both problems
By putting national control back where it belongs: at the heart 
of the decision-making loop.

In doing so, it becomes the bridge between ethical warfighting, export credibility, and true alliance resilience.



Chapter 12: From Dependency to Deterrence 3 
Strategic Autonomy in the AI Age

Strategic Autonomy
The next chapter explores how embedded logic at the edge 
transforms military AI from a potential dependency into a powerful 
deterrent, enabling true strategic autonomy in the AI age.

Reduced Dependencies
Moving from centralized AI to embedded logic reduces 
vulnerabilities and creates resilient systems that can operate 
independently even when communications are compromised.

Chapter 12 will examine how this architectural shift fundamentally changes the strategic calculus, providing nations with both 
technological sovereignty and enhanced deterrence capabilities.


