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The Commander's Principle

"Technology must serve the commander4not command the commander." 4 General Sir Nick Carter, Former 
Chief of the Defence Staff (UK)



Human-Led, AI-Enabled Warfare
The future of warfare is not autonomous4it is human-led and AI-enabled. While some defence discourse remains 
fixated on full autonomy and machine-led action, real-world operations consistently prove a more nuanced truth: 
the most decisive advantage lies in man3machine teaming, where embedded AI augments the operator without 
overriding them.

This chapter makes the case that decision superiority is best achieved through systems that place the human in 
command, supported in real-time by embedded logic at the edge. Such architectures avoid the pitfalls of brittle 
autonomy while delivering the speed, clarity, and confidence that human decision-makers require in dynamic 
conditions.



Autonomy Is a Spectrum4Not a Goal
In battlefield conditions, there is no one-size-fits-all level of autonomy. Operational needs vary by:

Mission profile (e.g. ISR, logistics, kinetic action).

Environmental constraint (e.g. urban terrain, EW saturation).
Human factors (e.g. stress, fatigue, training level).

Rigid autonomy4especially when centrally controlled4can misinterpret local conditions, miss context cues, or 
act inappropriately. Conversely, systems with embedded logic and defined thresholds for escalation allow:

Adaptive control sharing between AI and operator.
Override capability that supports accountability and intent.
Real-time collaboration in unpredictable conditions.

"The right AI system should feel like a seasoned NCO: experienced, responsive, but never in charge." 4 US 
Army Robotics SME, 2024



Case Study: Human-Machine Teaming in Ukraine, 
2024
Ukrainian SOF units deployed quadcopters with onboard object classification and route-planning logic embedded 
at the edge. Operators received live, context-sensitive suggestions4rather than commands. The drones could:

Suggest optimal ingress routes based on terrain and threat mapping.
Flag movement patterns matching Russian patrol templates.
Operate in silence when comms were jammed.

Crucially, final decisions remained with the operator, who was able to accept, ignore, or adapt the AI's input on the 
fly. The result was a fluid man3machine partnership, blending machine speed with human intent.

Field Operations
Ukrainian SOF operator using edge-AI enabled 
quadcopter system in tactical environment

Tactical Interface
Edge-AI providing real-time suggestions while keeping 
the operator in control



Embedded Logic Builds Trust
The most overlooked component of military AI is human trust. Centralised systems that make remote or 
unexplained decisions erode confidence. Operators hesitate4or worse, reject guidance entirely.

By contrast, embedded systems that:

Explain their logic, even in shorthand ("Thermal anomaly detected4matches known signature").
Respond quickly, without delay or silence.
Adapt visibly, learning local conditions or patterns4

4foster a relationship of collaborative trust.

This model works best when:

AI is configured mission by mission.
Operators have pre-mission exposure to the AI's logic tree or decision space.

ï Tactical teams receive training in "when to listen" and "when to lead."

Configure AI Per Mission
Tailored to specific operational parameters

Pre-Mission Exposure
Operators understand AI logic and decision space

Tactical Training
Teams learn when to follow AI guidance vs. human judgment



Doctrinal Shifts: From 
Autonomy to Augmentation
Western doctrine must shift away from the notion that "smarter AI 
means more autonomy." The battlefield demands:

Elevate Judgment
Tools that elevate the judgment of the operator, not replace it.

Co-Pilot Decision-Making
Embedded assistants that co-pilot decision-making, not pilot it 
alone.

Fail-Safe Logic
Fail-safe logic, not just "fail-deadly" options.

NATO's recent tactical innovation guidance (2025) now defines AI 
success as "adaptive augmentation of the decision-maker in real-time"4
a notable move away from autonomous substitution.



Conclusion
Man3machine teaming, powered by embedded AI at the edge, delivers decision superiority without losing control, 
clarity, or confidence.

Real-time AI must become a digital comrade4supportive, fast, transparent, and deployable where the decision is 
made: on the ground, in the cockpit, or at the trigger point.

This is not a compromise between autonomy and human command4it is the model that modern warfare requires.
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