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The Sovereignty Imperative
"The future will not be shared with those who outsource their ability to decide."
4 General Sir Patrick Sanders, UK Chief of the General Staff

In modern warfare, control over technology is control over sovereignty. It is not enough to deploy cutting-edge 
systems4the state must also be able to own, govern, adapt, and trust those systems without dependency on third-
party infrastructure or foreign-held decision logic.

This chapter argues that centralised large AI models4particularly those dependent on cloud compute, foreign 
datacentres, or commercial AI-as-a-service providers4represent a growing strategic liability. By contrast, 
embedded AI logic at the edge secures national decision-making, reduces supply chain exposure, and aligns with 
the principles of sovereign capability long championed by the UK, France, Germany, and NATO.



Strategic Dependency by Design
The majority of AI models used in military-adjacent domains today are:

Trained and hosted by US-based hyperscalers or major cloud providers.

Built using opaque training datasets and proprietary model logic.

Operated under licensing terms that may conflict with national defence protocols.

Dependent on long-haul connectivity to distant compute infrastructure.

This creates a fragile and politically exposed position for allied states, particularly in Europe. If US strategic focus 
pivots to the Indo-Pacific, or if geopolitical divergence emerges, European access to these systems could be 
delayed, restricted, or cut entirely.

"If you don't control the compute, you don't control the consequences." 4 NATO DIANA Workshop Facilitator, 
2025



The Political Realities of AI Sovereignty
Multiple developments across 202432025 have accelerated concern over AI dependency:

GAIA-X and the European Alliance for Industrial Data began requiring greater AI transparency and auditability.

The UK's Defence AI Strategy Refresh (Q1 2025) explicitly called for "sovereign-ready" AI stacks.

French defence doctrine adopted new thresholds for national oversight of embedded logic in autonomous 
systems.

These policy shifts are driven by real-world experience: centralised AI systems too often:

Cannot be updated or patched quickly in theatre.

Do not allow sovereign audit of decision pathways.

Fail to align with national ethical or legal constraints.
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Embedded Logic: The Architecture of 
Autonomy
By deploying logic directly to the platform4whether drone, sensor, vehicle, or edge device4nations regain the 
ability to:

Control what the AI does, and under what circumstances.

Pre-authorise mission behaviours, rather than delegate decisions to remote systems.

Enforce compliance with national rules of engagement and ethical standards.

Embedded logic also supports modular mission profiles. AI behaviours can be packaged, verified, and deployed 
like munitions: authorised, bounded, and trusted4without live dependency on foreign infrastructure.

This enables:

Coalition interoperability without shared platforms.

Export control compliance without exposure of core logic.

Audit trails and reproducibility under national legal standards.



Sovereignty Through Silence
One of the less appreciated benefits of embedded logic is the ability to disconnect cleanly. Cloud-based AI 
systems are always at risk of compromise or sabotage through their connection. Embedded systems, by contrast, 
can:

Run air-gapped if 
needed
Complete isolation from 
external networks for 
maximum security

Cease emitting 
entirely under radio 
silence protocols
Elimination of 
electromagnetic signature 
during sensitive operations

Reboot in-field 
without credentialing 
from remote providers
Independent operation 
without authentication 
dependencies

This supports a growing Western consensus: true autonomy is not only about decision-making4it's about 
independence from digital coercion.

"In future conflict, the greatest vulnerability will not be steel or software, but dependency."
4 German MoD AI Resilience Briefing, 2025



Conclusion
Sovereignty is not abstract4it is enacted through infrastructure, architecture, and accountability.

Centralised AI, however advanced, outsources risk and decision authority to commercial infrastructure. Embedded 
AI restores it.

For states serious about self-determination, alliance resilience, and military credibility in contested environments, 
embedded logic at the edge is not simply a technical choice4it is a strategic imperative.
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NEXT - Resilience against Cyber and 
Electronic Warfare (EW) Threats - 
Conclusion & Call to Action

Cyber Resilience
Protecting embedded AI from digital attacks

EW Countermeasures
Maintaining operations in contested electromagnetic environments

National Security
Ensuring sovereign control of military technology

Call to Action
Implementation roadmap for allied nations


